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Practicalities

• The slides are available at 
www.natalialevshina.com/presentations.html

• The R workspace with the data sets permutation.RData
can be downloaded, too, and then loaded to R:

> load(file = file.choose ())

• You will need to install the following add-on packages: 
• coin
• reshape
• party

http://www.natalialevshina.com/presentations.html


Outline
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2. Permutation for contingency tables
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Population model

• Something that all students of statistics have to 
learn (t-test, Chi-squared test, correlation tests, 
linear regression, etc.)

• Based on the idea that you draw a sample that 
represents a population.

• The p-value is the probability of observing the given 
value of the test statistic or a more extreme one if 
the null hypothesis is true (in other words, if the 
result is due to sampling variability in the data). 

• It is taken from the theoretical distribution of the 
test statistic.



A theoretical distribution
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Population statistics

• All classical statistical tests have assumptions, e.g.
• Assumption of normality

• Assumption of constant variance

• Assumption of independence of observations

• …

These assumptions are often difficult to meet!



?
A tricky question:

What are the assumptions of the t-test for 
dependent samples (paired)?



Permutation statistics

• First introduced by R.A. Fisher (1925), developed by 
Geary, Eden, Yates, Pitman and others.

• The idea of trying out to permute (reshuffle) the 
data:
• Permute = reshuffle the data, trying all combinations of 

labels

• Each time log the statistic of interest.

• The proportion of logged statistics equal to or more 
extreme than the observed one is the p-value.



Advantages of permutation 
statistics
• Free of distributional assumptions

• Based on the data, rather than on some theoretical 
distribution

• Good for small samples

• Can be used even when no traditional parametric 
test is available

• One elegant framework instead of a hodgepodge of 
different tests

• Often considered gold standard for traditional 
methods



?
Actually, you probably already know one VERY 

FAMOUS permutation test.

Which one?



The Fisher exact test: The story

• A biologist, Ph.D. B. Muriel 
Bristol-Roach, claimed that tea 
tasted better if the milk is added 
before the tea. She said she could 
tell the difference.

• To test this, Fisher devised an 
experiment: 

• He gave her 8 cups of tea. In 4, 
the milk was added before, and in 
the other 4, after.

• Can she tell which cups is which, 
knowing that 4 + 4?  



The tea challenge

• She got all eight correct!

• Is it due to chance, or can Dr. Bristol really tell the 
difference?

{ŀƛŘ άōŜŦƻǊŜέ{ŀƛŘ άŀŦǘŜǊέ

Milk added before 4 0

Milk added after 0 4



Some combinatorics

Suppose she had 0 correct guesses: 

There is only one 1 possible combination.

Cup 1 Cup 2 Cup 3 Cup 4 Cup 5 Cup 6 Cup 7 Cup 8

Actual T T T T M M M M

Response M M M M T T T T



Some combinatorics

If she had 1 correct guess where tea was first, there are 
16 possible combinations, e.g.

Cup 1 Cup 2 Cup 3 Cup 4 Cup 5 Cup 6 Cup 7 Cup 8

Actual T T T T M M M M

Response T M M M M T T T

Cup 1 Cup 2 Cup 3 Cup 4 Cup 5 Cup 6 Cup 7 Cup 8

Actual T T T T M M M M

Response M T M M M T T T

Cup 1 Cup 2 Cup 3 Cup 4 Cup 5 Cup 6 Cup 7 Cup 8

Actual T T T T M M M M

Response M M T M M T T T

And so on…



Some combinatorics

If she had 2 correct guesses where tea was first, there 
are 36 possible combinations, e.g.

Cup 1 Cup 2 Cup 3 Cup 4 Cup 5 Cup 6 Cup 7 Cup 8

Actual T T T T M M M M

Response T T M M M M T T

Cup 1 Cup 2 Cup 3 Cup 4 Cup 5 Cup 6 Cup 7 Cup 8

Actual T T T T M M M M

Response M T T M M M T T

Cup 1 Cup 2 Cup 3 Cup 4 Cup 5 Cup 6 Cup 7 Cup 8

Actual T T T T M M M M

Response M M T T M M T T

And so on…



Some combinatorics

• If she guesses 3 cups where the tea was added first, 
there are again 16 combinations (if you don’t 
believe, try it out!).

• A terribly difficult question: How many 
combinations are there for guessing correctly?



Permutations

In total, we have 

1 + 16 + 36 + 16 + 1 = 70 possible combinations, or 
permutations.

There is only one combination when all cups are 
guessed correctly. 

P= 1/70 ≈ 0.0149

This is the exact p-value!



Let’s check it in R

> tea < - rbind ( TeaFirst = c(4, 0), MilkFirst = 

c(0, 4))

> colnames (tea) < - c(" Said_Tea ", " Said_Milk ")

> tea

Said_Tea Said_Milk

TeaFirst 4         0

MilkFirst 0         4



FET in R (one-tailed)

> fisher.test (tea, alternative = "greater")

Fisher's Exact Test for Count Data

data:  tea

p- value = 0.01429

alternative hypothesis: true odds ratio is greater 
than 1

95 percent confidence interval:

2.003768      Inf

sample estimates:

odds ratio 

Inf



?
Could Dr. Bristol still claim she could tell the 

difference if she got one cup wrong (of course, if she 
was convinced by Fisher’s new statistical method)?

What would be the p-value?



Resampling permutation

• If your data set is very large, exact permutation may end up like 
this:

• Instead, one should use resampling. The algorithm generates n
possible reshufflings of the data (a Monte-Carlo algorithm), which 
can represent a subset of all permutations of a large data set.

• Can be used with small data sets, too. 

• Available in many packages, e.g. coin, permute,resample, lmPerm
and vegan. Used for greater than 2x2 tables in fisher.test ()

Combinatorial explosion



?
What other resampling procedures do you know?



Resampling permutation

• Imagine we have a binary predictor X and binary 
response variable Y.

• Compute the test statistic for an independence test 
(e.g. X-squared).

X
Y

9 2

2 9

X-squared = 6.5455, df = 1, p-value = 0.01052



Resumpling permutation

• Let’s reshuffle the labels of Y randomly, breaking 
the dependence, and compute the test statistic 
again.

4 7

7 4

X-squared = 0.72727, df = 1, p-value = 0.3938

X
Y



Resampling permutation

• Repeat the reshuffling again and again and log 
down the statistics.



Resampling permutation

• After running the procedure many times (e.g. 
1000), compute the proportion of observing the 
actual value (i.e. before permutation) of the test 
statistic and the more extreme values.

• This proportion is the permutation-based p-value.
• In our example, only 10 permutation runs out of 1000 

have the value 6.545 and greater: 10/1000 = 0.01.

X-squared 0 0.727 2.909 6.545 11.636

Numberof 
permutation runs

611 301 78 9 1



Let’s look at some linguistic data!



Case study 1: Word order

• Matthew Dryer collected data for more than a thousand 
languages.

• He looked at the predominant word orders.

• For example, whether Adjectives normally precede or 
follows Nouns.

e.g. German: einmodernesHaus(Adj_N)

but  French:   unemaisonmoderne(N_Adj)

• The data are available in the WALS http://wals.info/

• Dryer, Matthew S. & Haspelmath, Martin (eds.) 2013.
The World Atlas of Language Structures Online.
Leipzig: Max Planck Institute for Evolutionary Anthropology.

http://wals.info/


Word order data

• Data from a random sample of 61 languages from 
different language families (one language per 
family).

• Two variables: order of Noun + Adjective and order 
of Noun + Demonstrative

> wo

Dem_N Mixed N_Dem

Adj_N    19     0     2

Mixed     3     1     2

N_Adj    12     5    17



?
What are you intuitions about the data? Is there an 

association between the order of Noun and Adjective 
and the order of Noun and Demonstrative?



Association plot

> assocplot (wo)



FET (exact version)

> fisher.test (wo)

Fisher's Exact Test for Count Data

data:  wo

p- value = 0.0005812

alternative hypothesis: two.sided



?
Wait, what if I want to test a directional hypothesis?



FET (Monte Carlo resampling)

> fisher.test (wo, simulate.p.value = T, B = 

3000) 

Fisher's Exact Test for Count Data with 

simulated p - value (based on 3000 replicates)

data:  wo

p- value = 0.0009997

alternative hypothesis: two.sided



Case study 2: semantic complexity 
in Portuguese kinship terms
• Structuralists often spoke about marked and unmarked 

members of grammatical and lexical oppositions. For 
example, plural (marked) vs. singular (unmarked), past 
(marked) vs. present (unmarked).

• Gender opposition: forms representing females are 
semantically (and often morphologically) marked
• E.g. Russian osёl “male donkey” – oslica “female donkey”

• osёl can be used to refer to donkeys in general.

• The female members are more semantically complex
• osёl [+donkey], oslica[+donkey, +feminine]

• Rus. student[+student], studentka[+student, +feminine]



Lehmann 1978

• Lehmann (1978): a study of semantic complexity in 
Portuguese kinship terms

• E.g. tio “uncle” – tia “aunt” [+feminine]

• One says tios “uncles” to refer indiscriminately to 
uncles and aunts. 

• The female kinship terms are more semantically 
complex than the corresponding male terms.

• “In all Portuguese societies, the status of man is 
markedly superior to that of woman; male humans 
are regarded as humans par excellence.”



Lehmann 1978

• A corpus correlate of complexity is amount of 
information (or surprisal, informativity, etc.)
• I =  – log2(P), where P= frequency of the word/total size 

of the corpus (500K words)

• The greater I, the less frequent the word.

• Are the male-related terms less informative (more 
frequent) than the female-related terms?



Data set

> kinship

male female

father        10.3   11.4

brother       13.0   13.8

nephew        15.0   16.3

grandfather   14.6   15.6

husband       12.5   15.3

son           11.0   12.2

uncle         14.3   14.5

cousin        15.5   15.9

grandson      14.7   16.3

father_in_law 15.2   16.6



?
Which test can we use?



Checking the normality 
assumptions
> diff < - kinship$female - kinship$male

> qqnorm (diff)

> qqline (diff)
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?
What can you say about the distribution? Does it 

look normal?



Non-parametric Wilcoxon test

> wilcox.test ( kinship$male , 

kinship$female , alternative = "less", 

paired = T)

Wilcoxon signed rank test

data:  kinship$male and kinship$female

V = 0, p - value = 0.0009766

alternative hypothesis: true location 

shift is less than 0



Preparing the data for coin

> library(reshape)

> kinship_melt <- melt(kinship)

Using  as id variables

>  kinship_melt$opposition <-

as.factor (rep(1:10, 2))



Transformed data (‘long’ format)

> kinship_melt

variable value opposition

1      male  10.3    1

2      male  13.0    2

3      male  15.0    3

[é]

18   female  15.9    8

19   female  16.3    9

20   female  16.6   10



Wilcoxon test with exact 
permutation
> library(coin)

> wilcoxsign_test (value ~ 
variable|opposition , data = kinship_melt , 
alternative = "less", paired = T, 
distribution = "exact")

Exact Wilcoxon - Pratt Signed - Rank Test

data:  y by x ( pos , neg) 

stratified by block

Z = - 2.8031, p - value = 0.0009766

alternative hypothesis: true mu is less than 
0



Wilcoxon test with Monte Carlo 
simulation
> set.seed (139)

> wilcoxsign_test (value ~ 

variable |opposition , data = kinship_melt , 

paired= T, distribution = "approximate", B = 

1000)

Approximative Wilcoxon - Pratt Signed -

Rank Test

data:  y by x ( pos , neg) 

stratified by block

Z = - 2.8031, p - value = 0.0012

alternative hypothesis: true mu is not equal 

to 0



?
How can you interpret the test results?

Try it with a different number for random number 
generation. What changes?



Case study 3
T/V forms in European languages



Object of study

• T/V-distinction in addressing the hearer

• The distinction is present in most European 
languages
• T forms: informal, familiar, e.g. French tu, German du, 

Russian ty + Verb 2nd SG

• V forms: formal, polite, e.g. French vous, German Sie, 
Russian vy + Verb 2nd PL or 3rd SG/PL



Cross-linguistic research

• WALS Chapter 45, Helmbrecht 2013



Research question

• What are the cross-linguistic (dis)similarities wrt. 
the preferences of the forms in different 
communicative situations?



Power and solidarity (Brown and 
Gilman 1960)
• Power dimension: 

• Based on “older than”, “richer than”, “parent of”, etc. 

• Systematic distinction from the late Middle Ages. 
Everyone has his/her fixed place in the society.

• Solidarity dimension: 
• Based on “the same age/family/class as”. 

• Emerged with social mobility and egalitarian ideology. 
Starting from the French revolution (Citoyen, tu).

• Currently dominates in major European languages, but 
there are subtle cross-linguistic differences.



Languages in the sample

• Germanic: Dutch, German and Swedish

• Romance: French and Spanish

• Slavic: Bulgarian, Polish and Russian

• Greek

• Finnish



T/V forms (standard varieties)

Nr of
types

T-pronoun V-pronoun(s), 
one person

V-verb agreement, 
one person

German 2 du Sie 3rd person PL

Dutch 2 jij (je) u 2nd person SG

Swedish 2 du ni 2nd PL

French 2 tu vous 2nd PL

Spanish 2 tú usted 3rd person SG

Russian 2 ты [ty] вы [vy] 2nd PL

Bulgarian 2 ти [ti] Вие [ˈvi.ɛ] 2nd PL

Polish 2 ty pan (m)/pani (f) 3rd person SG

Greek 2 eσύ [eˈsi] eσείς [eˈsis] 2nd PL

Finnish 2 sinä te 2nd PL



Data: ParTy corpus

• A Parallel corpus for Typologists

• Online subtitles of films and TED talks in many 
languages simultaneously

• Mostly Indo-European, but also Chinese, Turkish, 
Finnish, Indonesian, Vietnamese…

• Partly available from 
www.natalialevshina.com/corpus.html

http://www.natalialevshina.com/corpus.html


Why subtitles?

Based on the frequencies of 3-grams (Levshina, Forthcoming)



Films



Data set

• English data: instances of you/yourselfused when 
referring to one person. 

• 243 communicative situations with unique 
participants (in order to ensure maximal diversity)

• Translations into 10 languages coded for T or V



Variables describing relationships 
between Speaker and Hearer
• Rel_Age: is H younger, older or of the same age 

(approximately) than/as S?

• Rel_Class: does H belong to a higher, lower or same 
social class as S? 

• Rel_Power: does H have social power over S? E.g. 
employer > employee, prime-minister > minister, 
general > soldier

• Rel_Gender: M to M, M to F, F to M, F to F

• Rel_Circle: family, friends (+ romantic partners), 
‘contextual’ communication (work, school, prison, 
hotel, etc.), acquaintances, strangers



Variables describing Speaker and 
Hearer
• S_Age: age of S (child, young person, middle-aged, 

elderly)

• H_Age: age of H (child, young person, middle-aged, 
elderly)

• S_Class: social class of S (upper, middle, lower, 
other)

• H_Class: social class of H (upper, middle, lower, 
other)



Variables describing 
communicative settings
• Office: does the interaction take place in an office, 

a government building, prison, school, etc.?

• Before68: does the action take place before 1968?



Example from The Grand 
Budapest Hotel
M. Gustave:What have you done to 

your fingernails? 

Madame D: I beg your pardon? 

M. Gustave:This diabolical varnish. 

The color is completely wrong. 

Madame D:Don’t you like it? 

M. Gustave:It’s not that I don’t like it. 

I am physically repulsed.



Example

• EN: Mal, what are you doing here? (Inception) 
• DE: Mal, was tust du hier?  (T-pronoun and T-verb form)

• RU: Мол, что ты здесь делаешь? (T-pronoun and T-
verb form)

• ES: Mal, qué haces aquí? (T-verb form)

• BG: Какво правиш тук? (T-verb form)



?
What statistical tests can one use in order to find out 
which communicative variables determine the choice 

of T or V?



Conditional inference trees

• deal with any data, continuous or categorical; can be an 
alternative to most popular types of generalized linear models

• perfect for small samples and strongly correlated predictors

• based on binary recursive partitioning: 
1. The algorithm is in search of the covariate X that is the most strongly 
associated with the response Y (e.g. has the smallest p-value or test 
statistic).
2. The algorithm decides on the best way of splitting the data into two
subsets with different values of X.

e.g. if X has values a, b and c, one can split it into 
[a, b] and c 
a and [b, c] 
[a, c] and b

3. For each subset, repeat 1 and 2 until certain conditions are met (e.g. 
there is at least one p < 0.05). If not, stop.

• The inference (computing the p-values) is based on permutation.



Data set TV

> str (TV)

' data.frame ': 243 obs. of  22 variables:

$ Film      : Factor w/ 9 levels 

"Avatar"," BlackSwan ",..: 1 1 1 1 1 1 1 1 ...

$ Rel_Age : Factor w/ 4 levels 

" Older","Other ",..: 4 3 3 3 3 1 4 NA 3 3 ...

$ Rel_Gender : Factor w/ 4 levels 

"F_F","F_M","M_F",..: 4 3 2 2 3 4 4 NA 3 ...

$ Rel_Power : Factor w/ 3 levels 

" Equal","Greater ",..: 1 3 1 1 1 2 3 1 1 1 ...

$ Rel_Circle : Factor w/ 5 levels 

" Acq"," Cont ","Fam",..: 5 2 2 2 2 2 2 5 5 ...

é



Conditional inference trees with 
Monte Carlo simulation: German data

> library(party)

> tv.ger <- TV[, 2: 13]

> tv.ger <- tv.ger [ complete.cases ( tv.ger ),]

> ger.ctree <- ctree ( ger ~ ., data = tv.ger ,  

controls = ctree_control ( testtype = 

" MonteCarlo ")

> plot( ger.ctree )



Tree for German data



?
Are you surprised by the results? Is there anything 

unexpected?



Exercise

• Pick up a language and compare the results.



Random forests

• Aggregate data from many trees (e.g. 500 or 1,000). 

• Trees are created from bootstrapped data (a smaller sample 
is drawn randomly from the original data).

• Improved classification accuracy in comparison with 
individual trees (adjusts the instability of individual trees)

• Conditional variable importance: how important each 
predictor is, given the other predictors and possible 
interactions with them.
• For each tree: compare the classification accuracy with the given 

predictor X before and after permutation.
• The greater the decrease in the classification accuracy, the more 

important X. 
• Conditional: while controlling for the values of the other predictors 

(see Strobl et al. 2008)
• Average this information across the trees.



Conditional random forests in R

> ger.cf < - cforest ( ger ~ ., data = tv.ger )

#getting the conditional importance scores:

> ger.varimp <- varimp (ger.cf, conditional = 
T)

#plotting the results:

> dotchart (sort( ger.varimp ))

#adding the cut - off line:

> abline (v = abs(min( ger.varimp )), lty = 2)



Variable importance: German



Exercise

• Take your language again and compare the results.



Conclusions

• The solidarity dimension is indeed the most 
universal and powerful, although there is 
substantial variation regarding the boundary 
between high and low intimacy.

• The power dimension is still important, however. 

• Some variables (e.g. Hearer’s age) do not fit Brown 
& Gilman’s neat 2-dimensional description.

• The variation of politeness forms is multifactorial 
and probabilistic.



Thanks for your attention!

Questions?


